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Abstract 

Using annual data spanning from 1984 to 2020, the study analysed the effect of political instability on economic growth in 

Nigeria. To explore both the short and long-run relationship, the Autoregressive Distributed Lag (ARDL) technique is used. 

The cointegration test shows that political instability and economic growth are cointegrated. In the short run, the finding 

indicated that political instability negatively impacted economic growth. Likewise, in the long-run, political instability harms 

economic growth. Government expenditure contributed to economic growth in the short-run and long-run. Gross capital 

formation and financial development have detrimental effect on economic growth. Based on the findings from this study, 

there is a need for the government to address the frequent political instability to achieve the expected long-term growth in the 

economy. 

 

1. Introduction 

Political instability is regarded as one of the hindrances to economic development. This is based on the premise 

that it serves as an obstacle to the long-term policies and thereby limiting policymakers to short-term 

macroeconomic policies. In addition, political instability results in frequent changes in policies and this, in turn, 

adversely affects the performance of the various sectors of the economy. Tabassam et al., (2016) emphasised that 

an unstable political environment reduces the level of investment in the economy and hence economic growth 

due to the uncertainty and volatility. Asteriou and Price (2001) argued that the patterns of government spending 

are affected by political instability as the government has to spend more to restore stability instead of on 

investment. Aisen and Veiga (2011) indicated that political instability reduces the level of productivity as well as 

the rate of human and physical accumulation while Kuznets (1966) linked the slow growth rate of an economy to 

political disorder. Barro (2013) claimed that the effect of economic policies on economic growth depends on the 

prevailing political conditions.   

Several studies have reported a negative relationship between political instability and economic growth. For 

instance, studies like Gupta (1990), Barro (1991), Alesina, et al., (1996), Perotti (1996), Ades and Chua (1997) 

and Abdelhameed and Rashdan (2021)  all reported an inverse connection between political instability and 

economic growth. However, studies on political instability and economic growth are scanty in Nigeria. This 

might likely be due to the unavailability of data as Gurgul and Lach (2013) linked the lack of attention on 

political instability and economic growth nexus in the past to insufficient data.  

In recent times, most of the empirical studies that examined the relationship between political instability and 

economic growth have been criticised based on the data used to capture political instability. For instance, de 
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Haan (2007) argued that the most of the variables used in political instability-economic growth nexus suffered 

from measurement errors and this has cast doubt over the validity of their findings. According to Jong-A-Pin 

(2009), many attempts have been made to address the problem of measurement errors as some studies have 

resorted to construct a dimensional index using principal components analysis (PCA) while some studies used 

the discriminant analysis or logit analysis. Also, evidence from past studies showed that most of the studies 

which examined the connection between political instability and economic growth focused on panel data or 

cross-country analysis. For instance, Alesina et al. (1992, 1996); Mbaku (1988, 1992); Zureiqat (2005); Polachek 

and Sevastianova (2012); Okafor (2017); Elbargathi and Al-Assaf (2019); and Dalyop (2019) are panel studies 

while country specific studies on Nigeria are scanty.               

The lack of sufficient studies on the connection between political instability and economic growth in Nigeria 

coupled with the issue of measurement error highlighted in previous studies motivate this study. This study 

intends to contribute to the literature by examining the impact of political instability on economic growth in 

Nigeria in the following ways. First, Nigeria is a nation has been experiencing significant levels of political 

instability since 1999 in which the findings from this study can help policymakers in making appropriate 

decisions. For instance, political instability has been a major issue since its independence in 1960. The frequent 

changes of government that is quite common since 1960 have promoted unstable economic policies, inconsistent 

economic planning and poor leadership. It has also constituted an adverse economic environment, which makes 

it difficult for rapid economic growth. Between 1966 and 1993, out of several coups that took place in Nigeria, 

six eventually led to the formation of new governments. Even after Nigeria successfully transited to the 

democratic system of government in 1999, the country has been facing a series of religious, community and 

ethnic crises that led to the loss of lives and livelihood.   

 Second, this study will provide robust and new evidence free from measurement error as this study employs new 

data set on various types of conflicts from the International Country Risk Guide (ICRG) for the analysis. The 

remaining parts of this study are organised as follows; Session 2 consists of the literature review; the 

methodology is presented in session 3; session 4 presents the measurement of the variables. Session 5 contains 

the empirical analysis while session 6 presents the conclusion and recommendation.      

 

2. Literature Review 

Regarding the nexus between political instability and economic growth, some studies investigated the 

relationship using time series while some studies use panel data. Starting with time-series studies, for instance, 

Ali, Hashmi and Hassan (2013) focused their attention on the effect of both economic and political factors on the 

volatile economic expansion and investments in Pakistan for the period 1972-2009. The study used factors such 

as corruption, political instability, frequent changes in regime, energy crisis and conflicts among political parties 

as non-economic factors. To analyse the long-run and short-run relationship between political instability and 

domestic private investments, the study used the ARDL cointegration approach along with Error Correction 

Model. The study found that the poor economic growth in Pakistan is caused by capital flight, which occurs 

because of the uncertainty created by non-economic factors. Like Ali, Hashmi and Hassan (2013), Sweidan 

(2016) employed the ARDL model and Kalman filter econometric techniques to investigate the connection 

between political instability and economic growth in Jordan. The study used data that cover the period 1967-

2009. The study found that political instability produces a significant adverse effect on economic growth 

throughout the study period. The study also found that political instability has an adverse impact on government 

expenditure. Also, on the Pakistan economy, Tabassam, Hashmi and Rehman (2016) examined the connection 

between political unrest and economic growth using annual time series covering 22 years. The study used 

terrorism, election, regime and strikes to proxy political instability. However, the authors used ARCH and 

GARCH models instead of the ARDL model. The result from GARCH (1, 1) model in the mean equation 

indicated that only terrorism has an inverse relationship with the mean equation of GDP per capita. However, the 

results of the GARCH (1, 1) model with explanatory variables in the variance equation revealed that elections 

and regimes are the only two explanatory variables that impacted negatively the volatility of GDP. Jong-A Pin 

(2009) used Exploratory Factor Analysis to analyse if the different measurements of political instability will 

produce a different effect on economic growth and if this effect is causal. The study utilised 25 political 

instability indicators. The research found that from the dimensions of political instability utilised in the study, 

only instability of the political regime failed to impact economic growth positively. The study concludes that the 

four dimensions of political instability used have different effects on economic development. 

Gong and Rao (2016) focused on investigating if the prolonged political instability experienced in Fiji would 

produce a harmful effect on the economy. The study covered the period 1970–2011 and used the Synthetic 

Control Method. The study confirmed that prolonged political instability constitutes a hindrance to economic 

growth during the study period.  
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On the panel studies, Aisen and Veiga (2013) focused on how political instability affects economic growth in a 

sample consisting of 169 developing and developed countries. The study covered the period 1960 to 2004. The 

study employed the system GMM technique for the estimation of the relationship. The result from the 

estimations showed that a high level of political instability contributed to the poor growth of GDP per capita. 

The study emphasised that irrespective of the channels, political instability impedes economic growth by 

reducing the level of productivity growth rate. In a similar study, Okafor (2017) used panel data from 15 

members of the Economic Community of West Africa States (ECOWAS) countries to investigate the impact of 

political instability and economic growth for the period 2005 - 2012. The study used fixed effect and generalised 

method of moments techniques of analysis while different types of conflict were also used for the analysis. The 

results revealed that variables such as terrorism and others exerted a negative impact on economic growth in the 

selected countries. Gurgul and Lach (2013) were interested in determining the connection between political 

instability and economic growth. To achieve this objective, the study used 10 Central and Eastern European 

countries (CEE) while the study spanned through 1990–2009. The study found that when government change is 

used to define political instability, it has a detrimental impact on economic growth. For the period 1980 to 2013, 

Dalyop (2019) used data from 52 African nations to investigate the connection between political instability and 

economic growth. The panel analysis showed that there is a direct relationship between political stability and 

economic growth. The results further indicated that political instability constitutes an obstacle to economic 

growth. Also, the study established that a low level of economic growth worsens and promotes political 

instability in Africa.  

 

3. Methodology 

Econometric models that estimate the effect of political instability on economic growth are mainly multivariate 

regression models (Abdelkader, 2017). The functional form of the empirical model/equation for this study is 

specified as follows;  

GDP = f(POL, GCF, FD, HUM, GOVE, FDI)                      (1) 

where GDP is the aggregate output level, POL is political instability, GCF is gross capital accumulation, FD is 

financial development, HUM represents human capital, GOVE is the government expenditure and FDI is foreign 

direct investment.  

The econometrics form of the model can take the general form as follow;  

( ) = ( ) + ( ) +                                                                                              

(2) 

The ARDL bound test approach1 of the connection between political instability and economic growth in Nigeria 

is specified in the form of an unrestricted error correction model to test for cointegration as follows:  

Δ  =  +  +  +  +  + 

+ +  + 

 +  

+                                                                                                                     (3) 

where n represents the lag order and Δ denotes the first difference operator.  represents the lagged 

dependent variable.  signifies the drift term and   sands for the residuals. On Eq. (3), we applied the ARDL 

bounds procedure as it permits a joint significance test of the null hypothesis of no cointegration (( : = = 

= =  = ) against its alternative ( : = = = =  =  that 

cointegration exists. To determine the presence of the cointegrating long-run relationship in the model, the F-

statistics is employed. The calculated F-statistics will be compared to the critical values tabulated by Pesaran et 

al. (2001).  Pesaran et al. (2001) computed two sets of critical values (lower and upper critical bounds) for a 

given significance level. One group shows that all variables are I(0) and the other group shows they are all I(1). 

Therefore, the  hypothesis test will be rejected if the calculated F-statistics is greater than its upper critical 

value. This signifies the existence of the cointegrating long-run relationship. But the  hypothesis will not be 

discarded if the calculated F-statistics is below its lower critical value.  This suggests that the long-run 

cointegration relationship is not existing. Finally, if the calculated F-statistics is between a lower bond and an 

upper bond, the test will be inconclusive. Regarding the optimal lag selection, we employed the Schwarz 

Bayesian Criterion (SBC).  

 
1 It has the advantage of combining I(0) and I(1) variables together.  
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The ARDL model can be used to analyse both long-run and short-term associations between the variables. For 

the estimation of the long-term relationship, the following model is adopted;  

 +  +  +  + 

+                          (4) 

The ARDL-ECM model is used for short-term relationships. If there is co-integration between the variables, then 

it is acceptable to use the ECM model. When short-run dynamic parameters are obtained by estimating an error 

correction model related to long-run estimates, this model is derived. It is possible to present this as follows; 

Δ  +  +   

+  + +                                                                                                                   

(5)   

4. Measurement of Variable and Data Source 

4.1 Data Description and Sources 

We make use of annual time series data, which covers the period 1984-2020. The reason for choosing this period 

is based on data availability. Specifically, the data on the different types of conflicts from the (ICRG) starts in 

1984. The variables include; GDP per capita (constant 2015 U.S. dollars) - this is measured by gross domestic 

product divided by midyear population. Gross capital formation (GCF) as % GDP– this is the gross fixed capital 

formation. Human capital (HUM) – this is measured by the total labour force. Political instability (POL) – 

political instability is proxied by internal conflict. Internal conflict is an appraisal of political viciousness in the 

nation and its potential effect on administration. The risk rating is made up of three subcomponents, each of 

which has a maximum score of four points and a minimum score of zero. A 4-point score equals very low risk, 

while a 0-point score equals very high risk. Financial development (FD) as % GDP is measured by domestic 

credit to private sector. Government expenditure (GOVE) – this is the government expenditure of consumption 

as % GDP. Foreign direct investment (FDI) as % GDP – This is the average of FDI net inflows to GDP. The 

data on GDP per capita, physical capital, human capital, government expenditure, financial development and 

foreign direct investment are obtained from the World Development Indicator. Data on internal conflict is the 

Political Risk Components (PRC) from the ICRG. The descriptive statistics of the variables are presented in 

appendix A1 while the correlation matrix of the variables is presented in appendix A2.  

 

5. Empirical Analysis   

5.1 Unit root test 

The analysis of this study begins with the examination of the unit root test. This is very necessary to determine 

the stationarity of the variables. To achieve this, we perform two different unit root tests, namely, Augmented 

Dicky-Fuller (ADF) and Philip-Perron (PP). The results of the unit roots are presented in table 1. The 

Augmented Dicky-Fuller result shows that almost all the variables except the gross capital formation are 

integrated into the I(1) process. The gross capital formation is stationary in level. Likewise, the Philip-Perron test 

indicates that all the variables are stationary at first order aside from the gross capital formation which is 

stationary at level.   

Table 1. Unit Root Test 

Variables           ADF     PP 

 Level         First Difference                    Level           First Difference 

GDP     1.2307             -3.4855***                       1.7197             -4.3454*** 

GCF    -1.8830* -7.4995***            -2.1615**         -7.4292*** 

HUM    3.1662              -4.2110**                        -1.8996              -2.7331*** 

POL    -1.3843             -5.8148***             -0.3656         -5.8167*** 

FD    0.3988  -5.5302***              -0.3130         -5.1344***  

GOVE                   0.2786              -5.0656***                       -0.1524            -5.1601***  

FDI    -0.4385              -6.000***              -0.0875            -6.3490*** 

Note:  (**) (***) signifies significance at  5% and 1% level respectively.   

Source: Authors Computation 
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5.2 Cointegration Analysis 

Having determined the stationarity of the variables, the study then performs a cointegration test. This is 

necessary as it helps to determine if a long-run relationship exists or not among the variables employed in this 

study. Several econometrics techniques that can be used to explore the existence of long-run cointegration 

relationships among variables are existing in the literature. For instance, the fully modified OLS methodology by 

Engle and Granger (1987) and Philip and Hansen (1990) is commonly used for univariate cointegration in the 

literature. However, for multivariate cointegration, most of the studies are employing Johansen (1988) and 

Johansen and Juselius (1990) full information maximum likelihood methodology. Most of the studies are using 

Johansen cointegration because it has the advantage of accommodating bias due to the small sample size and can 

present more than a cointegration relationship. However, one major weakness of this technique is that it requires 

all the variables to be integrated in the same order. In this study, the ARDL methodology developed by Pesaran 

and Smith (1995) and Pesaran et al. (2001) is employed because it has overcome the weakness of Johansen's 

cointegration and is based on its advantages over other multivariate cointegration methodologies. The results of 

the cointegration test are presented in table 2.  The results of the Bound test show that there is a long-run 

relationship among the variables. This is because the estimated F-statistics (12.7553) is above the upper bound of 

critical value (4.8370), which means that the null hypothesis of no co-integration is rejected.  

Table 2. Cointegration results  

Model  Calculated F -statistic 

GDP = f(GOVE, POL, GCF, FD, FDI, HUM)   12.7553 

 K = 6,                               N= 37  

Critical Values Lower bound                    Upper bound 

5% 

10% 

3.1700                               4.8370 

2.5778                               3.9920 

Notes: Critical bounds of F-statistic are shown in Narayan (2005). K stands for the number of independent 

variables. N refers to the number of observations. 

Source: Authors Computation 

5.3 Long-run and Short-run Results  

Determining the lag order of the model is important before the estimation of the long-term coefficient. Based on 

the actual statistics of sample data, Schwarz-Bayes Criterion (SBC) is used to identify the optimal lag order of all 

the variables in the model. The highest lag order among the variables is 2 and finally, ARDL (2,2,1,2,0,2,1) is 

identified as the most appropriate. The long-run result is presented in Table 3. The results in Table 3 indicate that 

political instability harms economic growth as its coefficient is negative and significant at 1%. This shows that 

political instability is detrimental to economic growth in the long-run. This finding is consistent with Aisen and 

Veiga (2011), Murad and Alshyab (2019), Ayessa and Hakizimana (2021). It also supports the theoretical 

argument that political instability polarises communities, making it more difficult for governments to reach an 

agreement on state capacity expenditure. Political instability distorts economic activities and hence lowering 

economic growth. The implementation of long term political and economic reforms needed in the economy is 

adversely affected by political instability and as a result, economic growth might not be feasible. The uncertainty 

created by political instability affects savings and investment decisions whereas a lack of sufficient savings and 

investment hinders long term economic growth. The coefficient of government expenditure is positive and 

significant which indicates that government expenditure enhances economic growth in sub-Saharan Africa in the 

long-run. This finding is in line with Bojanic (2013), Kapunda and Topera (2013). According to Lee, Won and 

Jei (2019), government expenditure can boost economic growth when it increases private productivity. The 

increase of government on health care and education can also lead to rapid economic growth. Gross capital 

formation produces a significant negative effect on economic growth. The coefficient of gross capital formation 

is significant at 1%. This is in line with Akinlo (2021) and Aslan and Altinoz (2021) who found that gross capital 

formation has a negative impact on economic growth. However, this finding does not support Nweke et.al (2017) 

and Ajose and Oyedokun (2018) who found an insignificant effect of gross capital formation on economic 

growth in Nigeria. This is an indication that Nigeria is deficient in infrastructural development. The lack of 

physical infrastructure will not allow the scarce resources to be put into rational use. The inefficient use of 

resources prevents large scale production and an increase in employment, which can enhance economic growth.  

Financial development harms economic growth. The coefficient of financial development is significant negative. 

This implies that financial development harms economic growth. This is in line with previous studies (e.g. Allen 

https://www.emerald.com/insight/search?q=Malak%20Samih%20Abu%20Murad
https://www.emerald.com/insight/search?q=Nooh%20Alshyab
https://www.scirp.org/journal/articles.aspx?searchcode=Emerentienne++Bakaboukila+Ayessa&searchfield=authors&page=1
https://www.scirp.org/journal/articles.aspx?searchcode=Jacques++Hakizimana&searchfield=authors&page=1
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et al. 2014; Adeniyi et al. 2015; Ductor and Grechyna, 2015; Akinlo 2021) which found a negative relationship 

between financial development and economic growth. According to Allen et al. (2014), financial development 

might likely hurt economic growth when there is too much money in the economy. Philippon (2010), Santomero 

and Seater (2000), and Murphy, Shleifer, and Vishny (1991) said that a rapidly growing financial sector 

generates high rents and attracts resources ideally ought to be utilized in other sectors, but when there’s sub-

optimal allocation of the resources that implies that feasible growth rates might not be attained, in the short and 

long term. Likewise, human capital is detrimental to economic growth. This finding is consistent with Aryeetey 

and Fosu (2005) and Asiedu (2010).  However, this finding contradicts Adelakun (2011), Anyanwu et al., (2015) 

and Osoba and Tella (2017) who found that human capital enhances economic growth.  

Table 3. Estimated ARDL long-run coefficients: ARDL (1,0,1,1,2,1,1) 

Regressor Coefficient t-statistics Probability 

POL -0.0330*** -11.4465 0.000 

GOVE 0.0231*** 11.5237 0.000 

GCF -0.0212*** 15.7646 0.000 

FD -0.0056*** -0.0014 0.003 

FDI -0.0052* -0.0027 0.094 

HUM -2.3861*** 11.4667 0.000 

C 22.3511*** 13.6262 0.000 

Note: (*) and (***) signifies significance at 5% and 1% level respectively.  

Source: Authors Computation 

Table 4 presents the short-run results under the error correction model. Starting with the coefficient of the 

. The coefficient of  is negative which implies that it possesses the correct sign. In terms of 

significance, the coefficient of  is statistically significant at 1%. Political instability has an inverse 

relationship with economic growth in the short-run. The coefficient of political instability is negative and 

significant at 1%. Government contributes to economic growth in Nigeria during the study period. Gross capital 

formation is unable to promote economic growth in the long-run. This means that, in the short-run, there is an 

inverse relationship between gross capital formation and economic growth in Nigeria. This is in line with 

Oyeleke and Akinlo (2019), who, in the short-run found a negative relationship between gross capital formation 

and economic growth. However, gross capital formation lagged by one period contributes to economic growth. 

Financial development fails to positively impact economic growth like in the long-run. Unlike in the long-run, 

foreign direct investment contributes to economic growth in the short-run. Human capital promotes economic 

growth in the short-run based on its positive and significant coefficient at 1%. The positive association between 

human capital and economic growth in the short-run may be attributed to the importance of human capital in 

enabling the quality of life and promoting social and economic change. Also, human capital enhances the 

absorption of modern technology in developing countries.  
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Table 4. Estimated ARDL short-run coefficients: ARDL (1,1,1,1,2,1,1) 

Regressor Coefficient t-statistics Probability 

  -0.4984*** -3.9461 0.002 

  -0.0061*** -6.8484 0.000 

GOVE 0.0064*** 6.9326 0.000 

         -0.0054*** -5.6763 0.000 

   -0.0046*** -8.7749 0.000 

   0.0017*** 3.8140 0.002 

  -0.0272*** -3.9406 0.002 

  0.0034*** 3.9406 0.002 

  0.0033*** 3.3012 0.006 

  0.6686*** 3.3002 0.006 

  -0.4648*** -13.3416 0.000 

Note: (***) signifies significance at 1% level.  

Source: Authors Computation 

5.4 Diagnostic Tests  

The diagnostic tests are presented in appendix A3. J-B normality is employed to test the distribution of the 

residual. This is often important since one of the presumptions of CLRM residual is normally distributed with 

zero mean and constant variance. To test for serial autocorrelation in the model, the Breusch-Godfrey LM test is 

employed while Autoregressive conditional heteroskedasticity (ARCH) is used to check the autocorrelation in 

the variance of the error term. Ramsey’s reset test is used to test the functional misspecification of the model. 

The results from the diagnostics tests indicate there is no misspecification of the model. Likewise, 

heteroscedasticity and serial correlation problems are absent. For instance, the probability of the J-B normality 

residual is insignificant which means the residual is normally distributed. Likewise, the probabilities of Ramsey's 

reset test and Autoregressive conditional heteroskedasticity are insignificant which shows that the model is well 

specified and has no heteroskedasticity problem respectively.  

5.5 Stability Test        

According to Bahmani-Oskooee and Brooks (1999), a stability test is important because the cointegration of 

variables does not imply the stability of the estimated coefficients.  Therefore, to verify the stability of the 

models, the study plots the cumulative sum of recursive residuals CUSUM and the cumulative sum of recursive 

residuals of square CUSUM. We present the stability results in appendix A4. From the figure, the graph of 

CUSUM and CUSUMS statistics lies between the critical bounds. This indicates that the estimated coefficients 

are stable.  Likewise, the long-run estimates are stable in the ARDL Models because the divergence in CUSUM 

and CUSUMS graphs is absent.  

 

6. Conclusion and Recommendations 

This study examines the impact of political instability on economic growth in Nigeria during the period 1984-

2020. Using the ARDL model, the study established that political instability harms economic growth in both the 

short-run and long-run. The study also found that gross capital formation and financial development have a 

negative relationship between gross capital formation and economic growth in both the short-run and long-run. 

Government expenditure is found to contribute to economic growth in the study in both short-run and long- run. 

Foreign direct investment and human capital have a negative effect on economic growth in the long-run but 

contribute to economic growth in the short-run.  

The findings from this study have some implications. The negative effect of political instability on economic 

growth found in this study call for the government effort reduces political instability in the country. Political 

instability makes business transactions difficult among different ethnic groups due to a lack of trust. The fear of 

attack on business during conflict affects business decisions and the level of investment. The aftermath effect of 
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a conflict can also has great consequences on economic growth. The fact that economic activities are paralysed 

during the political crises is an indication that economic growth will be affected. The loss of businesses leads to 

an increase in the level of unemployment, which worsens the economic situation. Business cannot thrive in an 

unconducive environment as no investors will be motivated to invest in an environment that is not safe for 

business. To minimise the occurrence of political instability, the study recommends the following; First, the 

government must reduce the level of unemployment in Nigeria. The high level of unemployment promotes 

political instability. Many graduates possess the necessary skills and education to contribute to economic growth 

but are unemployed. Most of these people can easily be manipulated into crime in an attempt to survive. People 

that fully employed and busy can hardly be used as a weapon of violence. The political leaders usually take 

advantage of the unemployed and used them as political thugs to cause destruction and promote violence during 

and after the election. Reducing the level of unemployment by the government will also reduce the level of 

poverty in the country. There is a high level of poverty in Nigeria today, more than in the past decades. People 

resorted to all kinds of crimes to evade poverty. The high level of unemployment, corruption, inconsistent 

policies of the government and bad leadership has increased the level of poverty geometrically in Nigeria. There 

is currently a high level of crimes such as kidnapping, fraudsters, banditry and burglary, which are highly 

connected to the level of poverty. Second, there is a need for the government to establish special organs or 

agencies that will maintain equal rights for all ethnic groups and religious groups, and hold a constructive 

dialogue. Those agencies will serve as regulators, which can promote peace and be able to devise a solution for 

the resolution of differences based on the needs of different ethnic groups and religious groups. The agencies 

must also be saddled with the responsibility of ensuring that various ethnic and religious groups are treated 

equally and benefit in the sharing of national wealth.  

Table A1. Descriptive Statistics of the Variables 

   Mean  Median  Max  Min 
 Std. 

Dev. 
 Skew.  Kurtosis  Obs. 

GDP 3.2689 3.2464 3.4295 3.1505 0.1029 0.3007 1.5121 37 

GCF 29.6318 27.8659 53.1867 14.9039 11.5748 0.2638 1.9104 37 

LAB 7.6440 7.6511 7.7579 7.5023 0.0807 -0.2464 1.7369 31 

GOVE 4.1902 2.1485 9.4483 0.9112 3.1525 0.4639 1.6257 37 

POL 7.1793 6.5 11 4.58 1.7386 1.0432 3.0142 33 

FD 9.9568 8.4351 19.6256 4.9575 3.7420 1.0469 3.5028 37 

FDI 3.0932 2.1913 8.3119 0.0185 2.4410 0.4609 1.9991 37 

 

Appendix A2: Correlation Matrix  

  GDP GCF LAB GOVE INTC FD FDI 

GDP 1       

GCF -0.8880 1      

LAB 0.8937 -0.9809 1     

GOVE 0.8601 -0.8179 0.8201 1    

POL -0.6054 0.5165 -0.5828 -0.4934 1   

FD 0.7283 -0.7513 0.7679 0.8228 -0.4551 1  

FDI 0.7083 -0.7125 0.7578 0.8090 -0.442 0.6584 1 
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Appendix A3: Diagnostic Tests 

 

ARDL – VECM model diagnostic tests 

Test statistics                                                                               LM 

 

Functional form                                                                     (1) = 2.2770 (0.131) 

Normality                                                                              (2) = 3.3558 (0.187) 

Heteroscedasticity                                                                 (1) = 0.4545 (0.500)  

 

Appendix A4 
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